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ABSTRACT
User-contributed Web data contains rich information about
the physical establishments in the real-world, such as restau-
rants and hotels. Our goal is to leverage this growing source
of data on the Web in order to improve the quality of restau-
rant recommendations from local search engines. We do so
by generating a query-independent score of quality for all es-
tablishments in the US. Search engines that rely purely on
raw user-generated reviews suffer from three major limita-
tions. First, the same top places are reinforced at the head
of results, causing bias towards places that were introduced
first. Second, user-generated review scores offer very little
insight into the establishment’s quality. Scores are limited to
fairly coarse resolution, such as discrete values from 0 to 5,
and research has shown that scores tend to be biased towards
high scores. Lastly, user-generated reviews are notoriously
noisy, as each person may hold very different standards in
what the value of each star means. User-generated reviews
alone act as a weak signal for indicating the quality of an es-
tablishment, and search engines that use them naively can
lead to poor results. Instead, we demonstrate that many
of these problems can be mitigated by leveraging editorial
review services, such as Zagat.

We built a new learn-to-rank system, named SolocoRank,
trained on scores from editorial review services to more ac-
curately rank all establishments. SolocoRank leverages a
variety of signals on the Web, including new social me-
dia data sources such as check-ins and microblogs. Our
approach has shown to accurately predict editorial review
scores. When trained on Zagat scores, we show that Solo-
coRank exhibits significant performance gains in ranking es-
tablishments, even for the long-tail of lower quality estab-
lishments.

Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: Retrieval
Models

General Terms
Algorithms, Measurement, Performance, Experimentation

Keywords
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1. INTRODUCTION
Ranking physical establishments, such as restaurants and
bars, is a problem of significant commerical importance. An
understanding of an establishment’s quality has wide appli-
cability in improving local search, recommendation systems,
and mapping software. However, broadly quantifying estab-
lishment quality at scale is a particularly difficult research
problem at the heart of geographical information retrieval,
machine learning, and natural language processing.

Questions such as: ”Where is the best pizza in New York
City?” can only be answered by humans. Humans evaluate
establishments in ways that machines could never achieve.
They can taste the foods, experience the environment, and
reflect on the service. If a mapping service were equipped
with this type of information for all restaurants, it would be
able to offer much higher quality results when users search
for ”pizza” or other similarly generic terms.

Obtaining quality judgements for all physical establishments
is a challenging problem, First of all, there are many com-
plicated facets to determining the quality of a place. For
example, one may judge an establishment on quality of ser-
vice, decor, ambiance, hygiene, and food. Tackling the prob-
lem at scale is also particularly difficult. In addition to the
many establishments that exist, new establishments are be-
ing opened around the world constantly. In order to leverage
this type of information for local search results, an enormous
amount of data must be collected on all relevant establish-
ments in order to achieve an acceptable level of confidence
in the ranking. Lastly, these various data sources must be
distilled in a way to be able to compare two establishments.
For example, if one restaurant as 100 check-ins and a 3-star
rating and another restaurant has 10 check-ins and a 4-star
rating, which is better?

Traditionally, this task has been accomplished by crowd-
sourcing. There exist a variety of websites (e.g. Google
Maps, Yelp, TripAdvisor) that allow users to review and
rate their previous experiences at an establishment. Recom-
mendation engines then may rely on a particular signal such



as total check-in count to use for recommending places for
you to go. In some cases, these services may use a simple
heuristic amongst various data sources such as average rat-
ing and review count. Unfortunately, any individual signal
tends to be a very noisy and a generally sparse data set, over
the set of all establishments. Crowdsourced data also tends
to be largely a function of current consumer behaviors and
technology. Location check-in services experienced incred-
ible growth in the recent few years. However, this growth
was disproportionate depending on the location and type of
establishments. Thus, extracting what these signals mean in
terms of quality and popularity can a highly complex prob-
lem, with many interdependencies between signals.

While new forms of social media data presents challenges for
recommendation engines, they also exhibit exciting opportu-
nities for gaining rich insights into consumer behavior. This
data includes user-generated content (e.g. reviews, check-
ins), as well as automatically generated content (e.g. check-
in time). Users are expressing their satisfaction and dissatis-
faction of places in ever-growing ways on the Internet. While
any individual signal may be noisy and unreliable, the col-
lective group of all different types of social media provides
revealing information into consumer opinions.

In this paper, we exploit this rich space of features with Solo-
coRank, a query-independent prediction of quality. Soloco-
Rank is a machine learning model trained on a number of
Web-based signals, including a number of new forms of so-
cial media. In addition to traditional signals such as the
establishment website’s PageRank [27], we also incorporate
features derived from reviews, location check-in data, men-
tions on micro-blog posts, and photo/video counts of a place.
This model is then used to classify all establishments in the
United States along a 0-30 scale. The SolocoRank of a place
does not depend on the intended search query, but could
be used to help determine the ultimate ordering of search
results. Many different signals may be used to determine
the relevance of each search result [4], one of which may be
SolocoRank.

The contributions of this paper as follows:

• We pose the problem of producing a score of quality as a
machine learning task, where each place has features de-
rived from various crowdsourced social media data sources
(Section 3).

• We propose a general classification framework, suitable
for learning establishment quality scores from social media
(Section 4).

• We evaluate our proposed classification framework on real
data from a variety of real-world web services (Section 5).

We conclude with a discussion of the implications of our
findings and directions for future work in Sections 6 and 7.

2. RELATED WORK
The rise of social media on the Internet and its impact has
been extensively studied. Social media provides unique in-
sights into real-world behaviors and opinions. Studies have
shown that users are increasingly relying on social media

in vacation planning and social media takes up a growing
part of Web search results [35]. Likewise, websites that can
leverage social media to recommend restaurants have been
shown to hold real economic power. For example, it has
been shown that a one-star increase in Yelp ratings leads to
a 5-9% increase in revenue in the state of Washington [24].

There has been extensive study into extracting information
from user-generated reviews. Natural language processing
techniques, such as sentiment analysis, can be used to ex-
tract favorability from raw text [13, 26]. These techniques
have been applied to reviews to produce stronger models
of consumer opinion [14, 32, 25]. Sentiment analysis mod-
els have grown to become very sophisticated, using machine
learning techniques to model cross-sentence context [28].

Ganu et al found that by using sentiment analysis on raw re-
view text, they can generate higher quality scores for use in
recommendation systems, when compared to systems that
just used star ratings [17]. SolocoRank does not incorpo-
rate any signals generated from raw review text. Instead,
we use a variety of signals derived from aggregated counts
of rating stars as described in Section 4.2. In the future,
sentiment analysis techniques can be used to strengthen the
SolocoRank model, improving on our results.

Lala et al also investigated the use of social media to improve
restaurant recommendations [22]. Their system collects an
individual user’s rating of select restaurants. Then, item-
based collaborative filtering is used on review text to find
personalized recommendations for that particular user [31].
SolocoRank aims to provide a more general framework for
predicting review scores, incorporating new forms of social
media such as check-ins.

Kawamae also used collaborative filtering techniques on re-
views, but in order to predict future reviews from a par-
ticular review author [20]. He used latent evaluation topic
models to differentiate an author’s preference. These mod-
els tracked the variety of words that distinguish the author’s
attitude, which can then be used to find other like-minded
reviewers.

Social media has also been used to generate quality scores
in search engines. SocialPageRank [3] calculates the pop-
ularity of webpages using social annotations from websites
like Del.icio.us. They found that high quality webpages are
generally bookmarked by up-to-date users, using hot anno-
tations. Their algorithm calculcates a quality signal from
these social annotations, boosting the performance of their
search engine.

SolocoRank is largely inspired by various systems that have
been proposed to use social media and other Web signals
to improve the ranking quality of a search engine [17, 3,
35]. However, there are significant differences. Studies have
shown that on their own, these Web signals offer only limited
understanding into the quality of an establishment. For ex-
ample, studies have shown that click-through data is not
reliable for obtaining absolute relevance judgements [18].
Rather than using any particular Web signal directly, Solo-
coRank trains a model that aims to accurately predict the
editorial rating of an establishment, using a variety of dif-



Figure 1: Yelp search results for ”dumplings”. Most
of the top results have 4 stars, forcing users to read
lengthy review text in order to gain better insight
into quality.

ferent data sources at our disposal.

Machine learning has become a popular mechanism for gen-
erating quality scores for search engine ranking [5, 6]. Richard-
son et al used machine learning to rank webpages that use
features beyond the link-structure of the Web [30, 2]. This
work was shown to outperform PageRank [27] in Web search
quality.

Query-independent signals have been studied as effective
mechanisms to improve ranking in the context of webpages
[33]. Craswell et al introduced mechanisms to transform
query-independent signals into effective features for learn-to-
rank systems [11]. Dalvi et al introduced adversarial clas-
sification, which allows a system to achieve robust perfor-
mance, even when adversaries try to game the system [12].
SolocoRank draws much inspiration from the existing learn-
to-rank literature, and applies them to a new space [5, 6, 30,
2, 11, 33, 7, 29, 23, 34, 16, 1, 21].

Geographic search engines use a variety of mechanisms to
recommend places. Kato et al proposed an alternative user
interface. By selecting places in the user’s hometown that
they like, the system uses various distance metrics to find
similar places at the user’s current location [19].

3. MOTIVATION AND APPROACH
Given a repository of social media data on a set of physi-
cal establishments, the problem we address in this paper is
how to best order establishments in a comparable category.
Comparable categories are defined by a price point, type of
restaurant, and coarse location. For example, the Doughnut
Plant in the Lower East Side would be categorized as <$,

donut shop, NYC>. Per Se in Columbus Circle would be
categorized as <$$$$, french restaurant, NYC>. The type
and price annotations are taken directly from Google Maps.

We cast our problem as a machine learning problem. So-
cial media attributes (e.g. review counts, ratings, check-in
counts) are encoded as features for each particular establish-
ment. A classifier or regressor model can then be trained
to output quality scores for any establishment. The model
would output a discrete numerical value, which can be used
to later order places in a comparable category. However
the question remains, how should a training set be labeled
and what should be used as the absolute truth in quality
judgement?

One approach is to directly use the average rating from all
reviews of a place. At first glance, using average review
score may seem like an attractive metric to directly use for
ranking restaurants. It is computationally inexpensive, easy
to implement, compatible with most search architectures,
and provides significant information gain. However, it comes
with unacceptable long-term consequences:

• Reinforcement of popular places
Existing popular places are reinforced at the top of search
results [9, 10]. While this has been effectively used to
improve Web search results [36], its use in location-based
search may make new high-quality places hard to discover.
This property leads to a substantial bias towards places
that were first to become popular, leading to sparse re-
views for other places.

• Low resolution of rating
Rating systems tend to be very low resolution (i.e. a sin-
gle rating from 0-5). Websites struggle over the tradeoff
between keeping the process simple and easy-to-use, and
gaining higher resolution into the different aspects of qual-
ity, such as food, service, and decor. For this reason, a
small Chinese dumpling shop in Chinatown has more re-
views and the same number of stars as one of the most
critically-acclaimed restaurants in New York City. It be-
comes unclear what does 4.5/5.0 stars mean. A restaurant
may have very high food quality, but offer a poorly dec-
orated space. A salon may offer fantastic service, but at
an unreasonably high price.

• Noisy data
Users are notoriously inconsistent with their ratings [8].
A single bad experience may lead a user to give an es-
tablishment 1 star, even when the restaurant is on aver-
age reasonably good. Additionally, each user has different
personal interpretations of the meaning of each rated star,
leading to substantial noise in the final rating.

Editorial rating services such as Zagat and Michelin address
these limitations in a number of ways. First, the decision to
review a place is not directed by which places they have pre-
viously reviewed, leading to a more even distribution of re-
views among establishments. Second, many provide greater
insight into the components of quality with great resolution.
For example, Zagat produces an individual score from 0 to
30 separately for food, service, and decor. Third, reviews
are determined through a very strict and detailed method-



ology, many times with the help of trained professionals.
Although not perfect, the result is more consistent ratings
across a variety of establishments.

Editorial reviews are an incredibly sparse dataset. The fact
that editorial reviews require some element of human cu-
ration makes the service costly and leads to the fact that
only the top tier of establishments in the city get reviewed.
SolocoRank labels training data with the aid of a particular
editorial review service (e.g. Zagat, Michelin). Once trained,
the model then is used to predict the editorial score of all
restaurants in the United States that haven’t been officially
rated by the editorial organization.

It would be easy to expect that a predicted editorial review
score’s ranking would perform poorly, especially for long-
tailed lower quality restaurants. Individual features can be
quite sparse. For example, only 12% of establishments in
New York City have reviews. The training data is also typi-
cally biased towards high quality or well-known restaurants.
However as shown in Section 5, we were surprised to find
that predicted Zagat scores were able to extrapolate well
to all restaurants and provide significant performance gains
compared to just using average user ratings, even for the
long-tail. SolocoRank leverages Google’s large data repos-
itory to generate accurate models, demonstrating that ed-
itorial reviews are a better general indicator of consumer
opinion.

4. QUALITY CLASSIFICATION USING
SOCIAL MEDIA

4.1 Overview
SolocoRank leverages a variety of data sources to predict the
editorial score of an establishment. This score can then be
used to rank establishments in a recommendation engine or
search engine. Our goal is to create a query-independent
score to improve performance across a variety of different
restaurant categories. Our goal is not to produce any application-
specific results or model an individual’s preferences to im-
prove their search results.

Our hypothesis is that editorial reviews can be used to more
accurately order the quality of restaurant recommendations.
We calculate a SolocoRank for each restaurant and bar in
the United States, which can be used as an additional signal
for applications such as recommendation engines and search
engines.

That is not to say that SolocoRank is an accurate represen-
tation of the absolute real-world quality of an establishment.
In other words, the score generated is not meant to be dis-
played to the user. SolocoRank is also not meant to be used
for a global ordering of all restaurants. Instead, we eval-
uate the ability for SolocoRank to accurately relatively or-
der restaurants within comparable categories of restaurants,
As mentioned in Section 3, comparable categories represent
restaurants with similar types of food in similar price ranges.

Our algorithm works as follows. We collect a list of all
restaurants and bars in the United States that have edi-
torial scores. We then aggregate a number of data sources
(e.g. Google Maps, Google Plus, Google Latitude, Web in-

dex). In this aggregation phase, we count review statistics,
and check-in statistics for all restaurants. We also use an
entity annotator on all microblog posts (e.g. Google Plus,
Twitter), and then count statistics on how often restaurants
are mentioned. These results are then joined as features to
the list of editorial-reviewed places. We then train a clas-
sifier, using the discrete editorial score as labels. Although
regression could also be used, we were able to achieve better
performance using classifiers, as we demonstrate in Section
5.

We could have also bucketed editorial scores into fewer la-
bels to improve classifier accuracy, we found that less score-
resolution actually hurt our ability to order. Thus, we at-
tempt to just predict the exact editorial score of a restaurant
and use this score to order even restaurants that were never
reviewed by the editorial organization.

There exist a number of key technical challenges to Soloco-
Rank. Firstly, the features that we rely on are rather sparse.
While there were places with a very large number of reviews,
most of the places we encountered had only a handful of re-
views. Features also had a strong location dependence. In a
high-tech hub of food culture like New York City, far more
places had user check-ins, when compared to rural towns.
Furthermore, our training data of editorial-reviewed places
tended to be the types of places that had very strong signals,
such as high review count. Generalizing our model to work
on any restaurant in the US proved to be a difficult task.
While we wanted to avoid overfitting, at the same time, our
model needed to include a vast amount of complex relation-
ships.

Our proposed solution uses supervised learning. We used
the MapReduce [15] framework to aggregate our large data
sources and train models in parallel. Due to the size of the
data in question, it was important that our process was fully
automatic. Human relevance judgements were only used for
generating our evaluation test sets.

4.2 Features
We gather the following four types of features for each es-
tablishment in the United States:

• User reviews
We collect review counts and scores for all places regis-
tered in Google Maps. These include reviews from Google
Maps core and Zagat.com user reviews. Just for the pur-
poses of this paper evaluation, we also crawl a limited
number of Yelp pages for their reviews. We also decom-
pose these counts into additional features. For example,
we count the number of users that gave the restaurant
each particular rating.

• Mentions
We use an entity annotator to detect restaurant names in
arbitrary webpages. Using this, we can count the number
of times the restaurant has been mentioned on the Web, as
well as how many times it has been mentioned in Google
Plus posts. Just for the purposes of this paper evaluation,
we also crawl a limited number of popular Twitter pages.

• Check-ins
We gather check-in data from Google Latitude. Just for



the purposes of this paper evaluation, we also crawl a
limited number of popular Foursquare pages for check-in
counts.

• Google Maps
As mentioned earlier, many of the aforementioned signals
are location dependent. We encode the location as a fea-
ture, as well as any additional attributes that are stored
in the Google Maps repository. This includes for example,
the Pagerank of the associated webpage. It also contains
a count of the number of photos and videos associated
with a place.

4.3 Classifiers
Because SolocoRank is a general machine learning-based
framework, we have the option of choosing from a variety
of different classifiers. Depending on what data sources are
used and how features are encoded, different classifiers may
hold specific advantages. Similarly, parameter-tuning may
vary depending on the data.

In our implementation, we offer linear classifiers (e.g. Per-
ceptron, Winnow), decision trees (e.g. CART), ensemble
classifiers (e.g. AdaBoost, TreeBoost, Random Forests), and
logistic regression. In Section 5.1, we evaluate the accuracy
and error of each model for our data set.

5. EVALUATION
We evaluated our ranking techniques using a large dataset
from real web services in deployment with data from real
users. We trained models on all Zagat-rated establishments
in the US, using the Zagat editorial score as ground truth
label. We performed three sets of experiments:

• Evaluation of accuracy and mean squared error of various
classifiers

• Evaluation of performance of average user review rating

• Comparison of performance of SolocoRank-generated scores
and various other metrics

We also report on the dataset used and the experimental
setup.

5.1 Classifier Performance
We evaluated a variety of classifiers and measured their ac-
curacy and mean squared error. Out of all of the Zagat-rated
restaurants in the United States, we randomly split half into
a training set and half into a testing set. Each classifier was
trained on the training set, and then evaluated on the test
set. Mean squared error is only plotted for testing error.

Figure 2 shows the classifer accuracy. Note that Zagat scores
are discrete values from 0 to 30. Thus, this chart represents
each classifier’s ability to predict the Zagat score exactly.
Classification and regression trees (CART) are able to accu-
rately predict the exact Zagat score about 19% of the time.
CART was able to predict the Zagat score within ±1 point,
44% of the time.

Figure 3 shows the mean squared error from each classifier.
CART again does the best along this metric. With a mean

Figure 2: Classifier accuracy for various classifiers.
CART decision trees have the highest classification
accuracy, predicting the exact Zagat score 19% of
the time.

Figure 3: Mean squared error of various classifiers
on test set. CART decision trees have the lowest
mean squared error of 5.46.



Restaurant Name Rating

Shanghai Gourmet 3
Xi’an Famous Foods 4

Fong Inn Too 3
Shu Jiao Fu Zhou Cuisine 3

Oriental Kitchen 1

Figure 4: Example of a test set in a comparable
category: cheap Chinese restaurants in New York
City

square error of 5.46, this means that CART predictions are
on average only a few points off of the true Zagat score.

In general, decision tree-based classifiers performed better
than others. Trees are able to capture complex relation-
ships, as well as produce a human-readable tree that de-
scribes such relationships. For example, a tree can capture
the trend that checkin-based services are much more com-
monly used in certain cities than other places. However in
order to train our CART model, it took on the order of
days to weeks depending on the parameters. The rest of the
paper will evaluate SolocoRank using the TreeBoost model
with limited complexity, allowing us to perform more evalu-
ations with shorter training time. As shown in Figures 2 and
3, TreeBoost performs close to the performance of CART.
In all experiments, we limited TreeBoost to 50 rounds of
boosting, where each tree was limited to a depth of 6.

5.2 Generating Test Sets of Restaurants
5.2.1 Data Collection

Our evaluation data consists of 150 test sets of five restau-
rants each. In order to generate these sets, we divided all
restaurants in New York City into comparable categories.

Once we had comprehensive restaurant coverage in each
comparable category, each comparable category was further
divided into sets of five, labeled by the original category.
If a comparable category contains less than five elements,
that category was disgarded. We then selected 150 sets at
random from all sets to compose the evaluation data set.
Thus, our evaluation data set distribution is approximately
close to the distribution of restaurants in existence in the
city of New York. However, note that this distribution of
restaurants is likely different from the distribution of search
queries on a mapping site.

This process was performed in order to produce query-independent
sets of restaurants in the same comparable category. Each
set contains five random restaurants without any bias from
an existing search engine.

5.2.2 Obtaining Relevance Ratings
Each of these sets were then scored by three unique raters.
The rater was asked to assign a ”relevance score” on a scale
from [1-5] to each of the restaurants in a test set according
to the following guidelines:

• 5 - You would frequently go or recommend this place to
others

• 4 - You would definitely try this place at least once

• 3 - You may go to this place if it is in your area

• 2 - You would go to this place only in dire circumstances

• 1 - You would never go to this place

Raters were encouraged to research these restaurants using a
variety of online resources, including restaurant recommen-
dations, Web search, newspaper articles, and user reviews.
The score may include a number of considerations, including
the quality of food, cleanliness, service, and popularity. In
the case where the restaurant type was misclassified (i.e. a
French restaurant in a set of Chinese restaurants), the rater
could still score the rest of the set, while ommiting the score
of the misclassified restaurant.

Note that the rater was not asked to strictly order the restau-
rants. The set of five restaurants provides a frame of refer-
ence, but scores did not have to be unique. Thus it was
common to see repeat scores within a single set. For exam-
ple, a list of five restaurants may yield the scores [3, 4, 3, 3,
1] as shown in Figure 4.

After each test set was scored by three raters, we ultimately
took the majority as the final relevance score. For example,
if the raters returned: [3,4,3,3,1], [3,4,3,2,2], and [2,4,3,4,1],
the final score was [3,4,3,x,1]. The fourth restaurant was
disgarded from the set, because the raters could not come
to a majority agreement. We found that disagreement was
generally very rare.

5.2.3 Calculating Ranking Quality
We evaluate a particular ranking method, such as Soloco-
Rank, by using the standard NDCG metric. Given the rele-
vance list of restaurants R of a predicted ranking, the Dis-
counted Cumulative Gain (DCG) at position p is given by
DCGp(R) =

∑p
i=1(2Ri − 1)/log2(i + 1). This particular

formulation of the DCG takes into account the rankings of
the p positions and gives results at the top of the list more
weight. The normalized DCG (NDCG) can then be defined
as NDCGp(R) = DCGp(R)/DCGp(I), where I is the rel-
evance labeling of the ideal ranking. Because each test set
contains 5 restaurants, we always calculate NDCG for p = 5.

5.3 Raw User Review Scores
In this section, we characterize raw user-generated reviews
and evaluate the ability for user reviews to properly order
restaurants. User reviews are normalized on a scale from
[0-100] and we simply take the average review score across
all reviews. This average rating was then used to order our
evaluation test sets, without the use of machine learning.

Figure 5 shows the cumulative distribution function of av-
erage review scores of establishments in the US. The graph
clearly shows that users tend to have strong biases towards
high scores. This property lowers the amount of informa-
tion gained from users, while inflating scores shown to users.
Second, reviews are a scarce data source. Roughly 12% of
establishments in New York City have any review scores
associated with it. Note that this is a percentage of all
registered establishments in the city, and not just bars and
restaurants.



Figure 5: Cumulative distribution function (CDF)
of average review scores in our database. CDF is
shown separately for reviews with comments and re-
views with only a star rating. CDF is also shown sep-
arately for Google Maps reviews and reviews from
Zagat.com. Reviews are a sparse data set and users
tend to have high score biases.

We then calculated the NDCG of our evaluation set, using
average user review score as the ranking metric. Section 5
describes our experimentation setup in greater detail. As
expected, ordering by average user review score provides
higher quality ordering of restaurants when compared to
random ordering, as shown in Figure 6. The experiment
yielded an average NDCG value of 0.8831, across our evalu-
ation data set, described in Section 3.

There were a few limitations to the approach. In our exper-
iments, an establishment with no score is treated the same
as an establishment with a score of 0. However, this may
not reflect reality, as it inherently discriminates against new
restaurants. In the case where we had no reviews, there was
no way to leverage other forms of data to relatively order
the restaurant.

Furthermore, the signal proved to be unreliable in the case
where there were only a few reviews. Suppose we were trying
to relatively order two places, each with only a handful of
reviews. The average user review score is then a very noisy
signal, and it is very unlikely that both places were reviewed
by the same people.

One could incorporate review counts in a more complex
heuristic for ranking. However, this approach raises addi-
tional problems. One could encounter a self-referring loop,
where restaurants with many reviews are reinforced at the
top of search results and become hard to dislodge. It also
introduces the question of what heuristic should be used to
combine this information in a way that reflects what users
want. SolocoRank aims to solve exactly this problem by ap-
plying machine learning to the problem. In the next Section,
we introduce the methodology behind SolocoRank, which ad-

Ranker NDCG

Random 0.8393
User Reviews 0.8831

PlaceRank 0.8947
SolocoRank 0.8891

SolocoRank*PlaceRank 0.9011

Figure 6: Average NDCG values across all test
sets in our evaluation data. Due to high relevance
score bias from our raters, NDCG values are biased
high. However, both SolocoRank and Google’s cur-
rent PlaceRank algorithms outperform using user-
review scores. A linear combination of SolocoRank
and PlaceRank produces the highest quality scores.

dresses these limitations and leads to further improvements
in NDCG.

5.4 NDCG Summary
Figure 6 summarizes average NDCG scores across our eval-
uation test sets. Random ordering produces a rather high
NDCG value of 0.839, due to the high score bias from our
raters. Many times raters would return sets where a num-
ber of restaurants have either high scores or identical scores.
Due to the way NDCG is calculated, restaurants with the
same relevance can be ordered arbitrarily and still be per-
fectly ordered. Because of this bias, the raw NDCG value
provides little insight into performance gains of SolocoRank.
In later sections, we use non-parametric evaluations to high-
light performance gains. Even with such a high NDCG bias,
we see that both SolocoRank and Google’s current algo-
rithm, PlaceRank, outperform user reviews. As a point of
comparison when we perform a linear combination of Solo-
coRank and PlaceRank, we show consistently better perfor-
mance compared to any other individual signal.

5.5 SolocoRank Quality
In this section, we use the TreeBoost classifier to evaluate
the NDCG of SolocoRank on the evaluation data. We com-
pare the performance of SolocoRank to random ordering,
average user review score, and PlaceRank, Google’s current
state of the art algorithm. Although our evaluation set con-
tains only restaurants and bars in New York City, our Solo-
coRank model is trained on all Zagat-rated places in the
United States.

Figure 7 graphs the NDCG of the various methods across
different numbers of documents. In other words, we vary
p ∈ [2, 5], where DCGp(R) =

∑p
i=1(2Ri − 1)/log2(i + 1).

Note that if all of the documents in the first p elements of R
contain the same relevance score from the raters, then the
NDCG will always be 1, regardless of the ranker used.

Thus for lower values of p, NDCG values tended to be much
higher and closer. For larger values of p, we notice that
SolocoRank consistently performs better than user reviews.

Due to the distribution of relevance scores that were assigned
in our evaluation test set, NDCG values had a substantial
high bias, even for random ordering. Thus, it was helpful
to perform non-parametric evaluations of each method. In



Figure 7: NDCG across varying numbers of docu-
ments. SolocoRank consistently outperforms using
average user review scores. Due to the distribution
of relevance scores, NDCG values had a high bias.

Figure 8: When counting the number of test sets
for which SolocoRank had a higher NDCG, we show
that each individual review signal performed worse
than SolocoRank by 10-25%

these evaluations, we counted the number of test sets, where
the NDCG is higher for SolocoRank, when compared to the
NDCG from average user reviews. Figure 8 shows the per-
centage improvement in the number of test sets with a higher
NDCG value when compared to SolocoRank. For example
when SolocoRank was compared to PlaceRank, there were
equal numbers of test sets where the NDCG value was higher
for SolocoRank, as there were test sets where the NDCG
value was higher for PlaceRank. However, it is interesting
to note that any individual review signal performed worse
than SolocoRank. When using user review scores, there was
about 10% fewer test sets with better NDCG. Again as a
point of comparison, we were able to show 50% improve-
ment when SolocoRank was combined with PlaceRank.

5.6 Information Gain from Social Media
We wanted to evaluate the effect of each particular category
of signals in the final NDCG value. Figure 9 shows the per-
cent change in NDCG, compared to the original baseline of

Figure 9: Classifier accuracy without particular fea-
tures. As expected, reviews provide the most infor-
mation gain. Surprisingly, classifier accuracy per-
forms better without mention data.

using all signals. As expected, removing reviews severely im-
paired SolocoRank’s NDCG performance. However, it was
surprising to see that the removal of mentions actually im-
proved NDCG performance. This negative effect may be
caused by the way this signal was produced and encoded.
At the moment, we simply count the number of mentions on
Google Plus and Twitter webpages with a minimum PageR-
ank value. In the future, we could perform more intelligent
sentiment analysis in conjunction with mentions in order to
determine if the mention was negative or positive.

6. DISCUSSION
In this Section, we discuss different varieties of how Solo-
coRank can be computed, which may lead to substantially
different results.

6.1 Localized Classifiers
As is the case with most machine learning applications, Solo-
coRank is highly dependent on how features are represented
and various parameters that dictate how the model is com-
posed. For example, we noticed early on that SolocoRank
performs substantially better for high-priced restaurants.
Figure 10 shows the average NDCG values, when test sets
are separated by price point.

We can attribute this to two factors. First of all, our train-
ing data highly depends on which restaurants that Zagat
chooses to rate. At the moment, this decision is something
we do not have any insight into. Second, the consumer be-
havior is highly complex, dynamic, and in many times hard
to capture. The act of checking in is a very new phenomenon
and may not be as prevalent in certain cities or in certain
classes of society.



Figure 10: Percentage improvement of SolocoRank
NDCG values in a particular price bracket in com-
parison to the overall NDCG value. NDCG val-
ues are higher for the highest-tier and lowest-tier
of prices.

In the case of location, we wanted to evaluate the perfor-
mance of SolocoRank, trained only on local data. In other
words, we removed location as a feature and trained a clas-
sifier only on Zagat-rated restaurants in the New York City
area. Figure 11 shows the result of this evaluation. We
plot the improvement in the number of test sets where the
NDCG was higher over SolocoRank. When SolocoRank was
only trained on local NYC places, there was a 2-3 times im-
provement over a general model trained on all data in the
US.

While it would be nice to have one general classifier, it may
be advantageous to train separate localized classifiers for
each major metropolitan area due to the complex nature of
location. Further evaluation would need to be performed
to argue whether this is true of any other feature, such as
price bracket. However, this decision must be made with
care, as the space of classifiers quickly explode with more
localization.

6.2 Additional Data Sources
In all of our evaluations, we only use features based on counts
and discrete assigned scores. However, research has shown
that free-form text may contain valuable information that
acts as strong signals for recommendations [17]. Future work
ought to use advanced sentiment analysis techniques on re-
views to generate more features and strengthen the model.

Furthermore, as users are increasingly relying on online map-
ping services, we can use a variety of new signals from these
services. For example, we use click-through data or even
count the number of times a user gets directions to a par-
ticular establishment.

6.3 Alternative Labels
In this paper, we make the assumption that Zagat is ulti-
mately the ground truth in quality distinctions. This allows
us to evaluate our ranker on relevance scores from external
raters. However, Zagat scores could instead be encoded as

Figure 11: Performance gains when training on only
local data (New York City). We count the number
of test sets where the NDCG is higher for Soloco-
Rank, compared to user review scores. Local classi-
fiers perform 2-3 times better than a general model
trained on all US Zagat data.

features.

Because SolocoRank is a general learn-to-rank architecture,
any other score could be used as the training labels. This
could include other editorial review services, or even the
rater’s relevance scores directly. It is an open question,
which signal most accurately reflects general consumer opin-
ion on quality.

7. CONCLUSIONS
In this paper, we presented a solution for producing qual-
ity scores for physical establishments such as restaurants
and bars. This score can be used to order places, improv-
ing the performance of applications such as recommendation
engines and local search. By using machine learning tech-
niques to train a model on trusted editorial reviews and
social media data, the model can accurately predict the
expected editorial score in the absense of an official score.
SolocoRank inherently leverages a variety of different data
sources and does not rely on any one particular form of user-
generated data. SolocoRank can easily be later adapted to
other forms of data, as users evolve the way they provide
feedback on restaurants. Many opportunities exist to im-
prove on our existing work, such as producing localized clas-
sifiers for each city, or using other forms of feature encoding
and data sources. Overall, our techniques help unveil im-
portant information that gives web services a unique ability
to judge establishments for improved user recommendations
on websites.
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